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h 4 5 2 Support SnapSync DR solution and prevent
i simultaneous multi-SSD failures with QSAL
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SnapSync - cost-effective replication solution for
backup, data protection & disaster recovery

Scheduled SnapSync: 5min~60min Realtime SnapSync: RPO=0

Production Server (VMware / Windows DFS / Proxmox... etc.)

Disaster Recovery

10GbE RPO=0
10GbE el (around ( )
(around 1000MB/s,
1150MB/s) decreased by Normal

1 6 ] i i ) 10~15%)
by SChedU|e Real-time SnapSync
Snapshot Send Direct Connected via

Primary NAS Secondary NAS Primary NAS 25GbE Secondary NAS

M A
QuTS hero4.5.2




How to do when disasters happen

If UnfOftUhnately a disaster (1) Delete SnapSync task (2-A) Remount to secondary NAS IP
appens — ———

_ Primary NAS Secondary NAS Production Server
Production Server 192.168.100.100 192.168.100.200
- Mount Target = 192.168.100.200
(B storege & snegshors = tremal s =) (@ VR oo <) R @D | &

e T o o T T 0

.

(2-B) Change the secondary NAS IP as
same as original primary NAS.

» The exclusive permissions of the
folder will be removed when

deleting the SnapSync task. Secondary NAS
192.168.100.200 => 192.168.100.100

Y
\ _0M|NG g Note: Disaster Recovery automation via | | QuTsS hero 4.5.2
4 OON VMware SRM will be supported in the future. I'!I IIII)




Best Practices for the configuration of

Realtime SnapSync

Before SnapSync Protection ' Best Practices for Configuration After Realtime SnapSync enabled N

_ Production Server
Production Server Primary NAS Secondary NAS

EEEE — EEEE

Direct Connected via 25GbE

10GbE performance when

l‘ SnapSync enabled
. (1000MB/s, decrease around 10~15%)

1. The I/O performance of the secondary NAS I

should be the same as the primary NAS.
2. Recommended to connect the two networks
10GbE directly to avoid interference and reduce latency. 10GbE
(1150MB/s) (If it is a long-distance transmission, the latency

should be less than 5ms, and the maximum ..

Real-time SnapSync’
—

. Direct Connected
Primary NAS via 25GbE Secondary NAS

cannot exceed 10ms, otherwise you can also

consider using schedule SnapSync)
3. QNAP 25GbE is recommended (slightly higher
than the transfer rate of production server)

NAS (Shared Storage)

M A
QuTS hero4.5.2

Also supports QES NAS SnapSync
to QuTS hero NAS




DR backup and CDM (Copy Data Management)

Production Server Main Storage DS Stprage e
Analysis Server

| m—

e e ¥

—

}
}

]
!

VMware
Hypervisor Host

clone

M A
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The benefit of ShapSync

Lowest RPO
Real-time replication - Reduce e -
downtime and protect against Flexibility & Scalability

data loss
Reduce Cost & Network Distribute big Amount of data
Bandwidth: built-in compress / ® easily for enterprise data
dedup for transmission migration and copy

Data Independence &
Consistenc

CDM (Copy Data Management)
for data analytics, without
affecting production server.

Reliability & Compliance

Data retention, compliance, and
multi-version requirement



QNAP Patented QSAL technology: preventing

multiple SSD malfunctioning at the same time

EEEEEEEEEEEEEN | SSDQ SSDB SSDB
QSAL
distribution % 1% |2 ® | | | & o | | | - 100 N
EEEEEEEEEEEEEE - g 3\
3 75 (@)
When SSD life falls below 50%, v %
the SSD OP would be dynamically adjusted to achieve the life control of 8 =
each SSD, and to ensure that there is enough rebuild time at the end of the o 0 a)
previous SSD life to avoid RAID damage. . 5'
) o
D 55 L
= AN
0 NN
0 25 50 75 || 100

Writing Times(%)

For SSD RAID5/6/50/60/ TP (Triple Parity), QSAL
will be enabled by default automatically.

M A
QuTS hero4.5.2
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Like QTS, h4.5.2 also supports the new 100GbE adapter, the

virtualized SR-IOV function, and the updated SNMP module.

SR-IOV 100Ghbps ultra speed network

Host Running Managed
NMS Application Device
Get or set MIB

objects values

NAS OS

L
i i i i Respond or send SNMP
Agent

notifications
Virtual Ethernet Bridge + Classifier SNMP

Agent

M A
QuTS hero4.5.2
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ZFS structure consideration:

Performance dependency between memory size and storage pools

Using entry-level model TS-973AX as a reference, The Best Practices for Performance between RAM size and Pool Configuration

B Small (<3278) [ Medium (32~256TB) Large (256TB~1PB) [l Huge (1PB)

We already created one SSD pool and one HDD pool around 35TB.

The performance difference of the HDD pool is displayed T
TS-h973AX-16GB vs 8GB -10 Performance (5xHDD-RO0)
RAM == 16GE == 3GB 2T
1000
750 m\
» /\—/\M 1
250

Storage Pools

ME/s

0
5 10 15 20 25 230 8GB 16GB 32GB 64GB 128GB 256GB

Used Storage size (TB)

Choose sufficient memory for

O O O : : :
O O O
e Olem) S different storage configurations

for better performance.

QuTS eg:ttjlon
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QuTS hero: The best Unified Hybrid Storage

0 ATTOordaple
olgle Orade

Data Self-healing | ZFS on Linux

e 8 | =
| | | | | Flash

Cloud Ready T Al | ] = Endurance
Unified

Virtualization oogle "% C 65,536

Ready Snapshots
= JSU -
@ | I




QuTS hero Highlights

Data Efficiency Data Protection Data Integrity

+ Offers inline + The native ZFS snapshot e QUuTS hero no
compression & inline feature allows smart longer needs file
deduplication for definitions of guaranteed system checks
better storage snapshots (FSCK), with ZFS
utilization - Mirror layer, COW

+ Anearly unlimited number (copy on
¢+ ZIL& L2ARC of 65,536 snapshots

Write) could keep

+ Write Coalescing (BUrRmois Tl e ) the data integrity.
+ Pool over- o SEgEyIE
provisioning + More RAID types available

+ WORM (write once read
many)

Stability &
Scalability

Provide ECC RAM
supported model to
reach the enterprise
level stability

Provide the service of
SSD/HDD life
prediction

Easily expanded to
PB-level storage
space.

Converged

Supports all app,
VMs, and containers.
Users could easily
deploy the vRouter/
vFirewall, and use
many popular
packages nginx/
httpd / mangoDB /
redis / ShadowSocks

M A
QuTS hero4.5.2
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Powerful Data Reduction

w —
(I
Thin shared folder / Inline Data Compression Inline Data Deduplication
Thin LUN
Inline compression can save Inline deduplication is block-based

It default on Thin provisioning, physical storage space and improve  and is carried out before data is
and dynamically adjusts the I/O bandwidth and memory usage written to storage. This greatly
size according to use needs which may have a positive impact optimizes storage usage while
to achieve the most effective on overall system performance. significantly decreasing storage

space utilization. capacity requirements.

M A
QuTS hero4.5.2




Reduce ertlng also means to extend the SSD

en d u ran Ce ' Only available when inline process before writing

’Reduces the amount of storage space needed by eliminating duplicate
copies of repeated data. Please note thatthe system required at least 16
GB of RAM to enable data deduplication and this function will obviously

ZFS file system with oy, @D Comoression R Dechpteaton @) 5210 rabl st o

inline deduplication s D i B

compression »

features. = | - | | orignai ~_ aner Compr |

1 \ 124 80.00 GB \ 50.00 GB \

Storage Settings:

Data Reducation Statistics

It's the best choice to pair
with the all-flash and SSD
storage because it reduces
the data size and pattern
that need to be Written tO PP

the SSD directly. . T T T T T

AlBlc nag

E Deduplicated Dataw

Compressed Data - SSD POOl

Deduplication requirement:
® minimum 16GB RAM

Original Data

® Recommended 64GB RAM Compression Deduplication Write to drive as sequential
or more as much as possible.




L2ARC cache, and ZIL which provide power
loss protection | '

RAM Read Cache

Layer-2 Adaptive Replacement ol
Cache: (L2ZARC) ) ARC rap1 | SSP T E
. Mirror IIIIIlII\IIlI E
+ lIdeal for SSD read cache SSD Read Cache ' 1
+ Large "hybrid" cache T SSD &
SSD § L2ARC ZI L IIIIIII\IIII =
+ Read performance enhancements = ——
Disk
+ Ideal for SSD write log
+ Write Data integrity (COW) - =] - -
+ Provides the power loss protection for : : : = :
writing data. | = =l1= i = I‘




Write Coalescing: |mprove the random

dCCESS

QNAP exclusive Write
Coalescing algorithm that

User Applications 5; ¢

transform all random write to E %
sequential writes along with
reduced |/O Indirect DMU

E % ZFS Internal

Shadow DMU

"I Lorge Block Access

|
e
e



Pool over-provisioning: Improve the performance

for frag mented pOOI (The scenario when big block write to HDD )

w/o OP

Aflefl c o

Poolfree space

E|E|E
P1||P2]|P3

Data E putdiscretely

AEBE C ED

Pool free space

E

w/ OP

Write Data E toreserved space thenremove DataH
(recycle planning) o keep same reserved size

E




Pool over-provisioning: Improve the performance

for frag mented 'pOOI (The scenario when big block write to HDD )

iy [ |

Poolfree space

w/ OP

1.Move Data C ,Move DataB ,then Data A
2 Write DataE




Supports multi-editors collaboration

QSW M1208 12 port 10GbE
managed switch

LACP

TVS-h1288X

PostgreSQL
Multi-user collaborative editing
with DaVinci Resolve + PostgreSQL

m‘

[Ps| [En] [Ae]
|

Project for Adobe Creative Suite

Libraries for FCPX & Motion editors

2GR
QuTS hero4.5.2
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Create Storage Pool with new RAID

Static Volume is not supported in
QuTS hero.

% Introduction Select Disk(s) .I]] Configure @ Summary

Select and configure disks:

Enclos nit [Total: 1 Unit(s)] NAS Host [available disk(s): 3/8] v
E e pool m .
I_Eﬂm-__mm\ SH9Tg CRa0 OISR RHaE
" RAID types to be available.

i Disk 2 TOSHIBA MQO1ABDO HDD SATA 298.09 GB Good

Disk 3 TOSHIBA MQO1ABDO HDD SATA 29809 GB Good

Selected: 3 Estimated Capacity: 577.18 GB
RAID Type: | RAIDS v

RAID 0 Triple Mirror can be selected when selected disk is 3 or the multiple of 3.

every three disks contain the same data for failure protection. You will lose
RAID 5 Triple Mirror | two-thirds of the total storage space in exchange for high failure protection.
Advanced =

Cancel ‘ Back ‘ Next —‘

3 ‘ o)
Here RAID 5 = ZFS RAIDz1, RAID 6 = ZFS RAIDz2, TP = - QuTS hero 4.5.2

Triple Parity = ZFS RAIDz3 nin“



Safer RAID types: Triple Parity & Triple Mirror

RAID Se -.. --oo.o o'-: o.. 0-: 2 Q0 s .-...-.- :.-".. - o
Triple Parity Triple Mirror

Al
A2

LT T T

e Lo A osa Lo 1 e

A2

A3

A3
Dq Dr D1 D2 Dq A4 Ad
= = E2 Ep =0
W W T W S W W W
Disk 1 Disk 2 Disk 3 Disk 4 Disk 5 Disk 1 Disk 2 Disk 3 I i 04
R e

S—
m‘
d



The difference of the method of capacity
upgrade |

() ero RAID exps 0 ethod 1d aiftere an 4 cannot add ¢ 0 O 2 expa
0 0 C 0 0 0 C 0
rReserve ple SIo 0 add 2 e 2 Sset of RAID at once, and bulld & ped RAID 10 expano 2 OVe
'.'
: uTS
Capacity Upgrade Q QTS
........ hero
! | é i 'j ! | E | Add disk to online expansion \%
: Add entire RAID to Storage Pool \% \
| i |
Replace Disks one by one \ \%
RAID 5 RAID 5+ RAID 5
JBOD expansion \% \%




Snapshot Protection (65,536)

Is operated based on shared
Shared Folder Snapshot folder. With [Clone], [Restore] & [Folder Revert]
support.

LUN Snapshot

s Snapshot Manager S & @
S Public Share - [chedule Snapshot] [ Take snapshot_|
NAS Maximum Snapshot —
Q F-m @ & s

Snapshot location: | Local  Rippless2

=L Total: 8

2019-01-11

‘ @ GMT+08_2019-01-11_0100 Taken 01:00:02
- [Jio O Hame Date Modified Type Size Replicated
Shared Folder I ‘m A
) S __ [ @_thumb 2018-11-07 17:21:49 Folder Retention
009 e @ 1 g s O @upload_cache 2018-11-07 17:21:47 Folder ﬁc”*y - Time-Based
[JoR , - .
Snapshot | : S
oM@ 0 Ider
01/06 & 2 1 = older v/ Ready
[Jolf O® Folder
SnapshotUsed:  800.00 MB
O aqpkg
m I




WORM (Write Once Read Many times)

WORM is used to avoid modification of

. . Favorites Name ~  Date Modified
saved data. Once this feature is B Qsync > Bm @Recently-Snapshot Oct 3, 2019 at 11:30 AM
. @ AirDrop > [ @Recycle Today at 9:24 AM
enabled, data in shared folders can > [ append Oct 3, 2019 at 3:00 PM
& Recents B BBCHEZXR_REBHE (1)-Copy(1).pdf Oct 3, 2019 at 2:55 PM
only be read and cannot be deleted or B Documents L
A Aoplicati B HybridMount 0924 (1).pdf Sep 24, 2019 at 1:18 PM
modlfled to ensure data Integrlty 7S RRiications B jumpcloudGeorge.mp4 Aug 10, 2018 at 10:19 AM
) (=) Desktop Oct 2, 2019 at 8:58 PM
- The operation can’t be completed because you don't have Mar 19, 2019 at 7:31 PM
- S——— @ Downloads | permission to access some of the items.
iCloud \ 0K Dct 3, 2019 at 1:44 PM
remove the shared T ‘ )ct 2, 2019 at 11:44 AM

folder through QuUTS hero Ul or
SSH commands (QCLI).

Locations

Have to take the
Storage Pool offline and remove the Pool o .
If want to destroy data. oluisimirifsls)z




Three-layer backup solution:

Provide you the most complete data backup protection

I

HBS 3:
RPO: daily / schedule | ' File level, multi-version

\ management

Snapshot & Replica:
Block level, multi-version
management, ZFS provides the
most lightweight snapshot
without affecting storage
performance at all.

RPO: hourly

SnapSync:
Block level, Mirror the data copy
\and always kept up to date.

RPO: Realtime
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Data Is weaker than you think

Everything looks good but..

i MPC-BE x64 - +1.4.6 (build 1247) beta [k — O X
ﬁﬁ(l—‘; #ﬁ?ﬁm fﬁﬁfz(m ﬁﬁ(m) ﬂ:&'}:ﬁﬁo&) :&EHE(H)

Adobe F'hc:tc:shc:p 53

Could not complete your request becauser®
not a valid Photoshop docurment. ﬁdﬂ'he PhﬂtﬂShﬂP Ch3

| | Could not complete your request because a JPEG marker
] &y segment length is too short (the file may be truncated or
o incornplete].

.~ ;’ | - 2 . .
S :
s 1T o
- . — b ’ ' ~
"N - ' 7 M A
B gt SN, SRR m T e e T e RN TNy e QuTS hero 4.5.2
‘. . : o [ -_:: Gl ) ' ~ . e NS - 5 ;l.: =S _-{ o= ',.,1_"‘ “:r--_ e & PEET u ' ““ I u

N i %) ] - eel ~ L . : " pow = 1% : -3
HANDLE WITH CARE o 18
1
A
- .



Silent Data Corruption & Data self-healing

(Checksum)

' ZFS RAID - ZFS RAID . # . ZFS RAID

Submit the correct data to the
application, and automatically

Found that checksum and
data did not match the

Get the correct data from

Data Coy — repair the damaged data.

QuTS hero4.5.2

4 Avoid data silent corruption that occurred on running system I




COW (copy on write) avoid data loss that

occurred on power outage

« ZFS has no need to use traditional journal to protect metadata, because they are never updated in-place.

« COW mechanism will copy the written data to the new block and redirect the index to the new block after writing.

COW new block when

Original block structure
m NO

’ Y Y N .

) Delete the old block data

No more “check file system”

¢ +
= o, =n
QuTS hero4.5.2
I B D)

ﬂ
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Amazing massive storage:

The best data carrier of big data analysis/edge computing/Al inference

Only PB-level shared folder is'.enough
to store the huge data matrix. |

\Y[eJo[=] Model Pa_lrameter
building validation adjustment




SAS 12Gb/s JBOD Expansion

QXP-820S/1620S SAS HBA (Optional)

- Each NAS can connect up to
(REXP/TL-R1220Sep/TL-R1620Sep)

- Each NAS supports
of raw capacity

TL-R1620Sep TL-R1620Sep




Recommended to use ECC Memory

(Error Correcting Code)

Ecc Higher reliability and data integrity SHEE e e

Accessories Store login | Actount | Shopping Cart | Checkout | Global/English
Home = 4GB DDR3 ECC RAM, 1600 MHz, long-DIMM Search: All Categories v E Advanced Search
4 SHOPPING CART 4GB DDR3 ECC RAM, 1600 MHZ, LONG-DIMM

0 items Price: US$130.00

Model:RAM-4GDR3EC-LD-1600

Category: 4GB DDR3 ECC RAM Module

Description: QNAP 4GE DDR3-1600 ECC LONG-DIMM RAM
Madule

EAN: 4712511124545

:za CATEGORIES

Accessories

MNAS UPC: 885022004315

MVR Applied Model:  TS-EC87%U-RP, TS-EC1279U-RP, TS-EC1679U-RP,
Expansion Enclosure TS-EC1279U-5A5-RP, TS-EC1679U-5A5-RP

Discontinued

Qty: |1 _m to Cart

] INFORMATION

+ Terms & Conditions

+ Ordering Process

Click to enlarge

+ Before you Purchase
4 Contact Us

+ 5ite Map

Additional Images

There are no additional images for this product.

P PayPal

Order more RAM on QNAP website

The NAS supports ECC memory for auto error correction. ECC is not mandatory for ZFS. It's just a really, A WA

really good idea. It allows ZFS to make its data integrity guarantees that it claims to make. Any data Qllisl':i"’l"'s)z

storage on any filesystem will benefit from ECC RAM.



SSD / HDD Life Prediction

Powered by ULINK, DA Drive Analyzer leverages cloud-based Al to protect against server
downtime and data loss by recommending replacing drives before they fail.

DA Drive Analyzer

Predict Drive Failure and Minimize Downtime

s

& DA Drive Analyzer &4 DA Drive Analyzer

(@]

€ Overview € Overview Derve Predicton
| Orive Prediction |22 Drive Prediction ~ HOStNAS
35 s
£} Email Alerts ) ) Email Alerts Siot 1: Emvpry
Warning

Additional Sot 2 Empty
dfl Information dl Information $lot 3. Empiy
(D Alert Histary Q) Siot & Empty

Sot 5 Emgy
Slot & Ermpty
® ot 7. H00
Siot 8 HOO
Sot 9. Empty
® ot 10 MO0

© 500t 11:400 B e

|1 Orive Life Prediction Score

© Slot 12 HOD(10 data training & 0% risk of fakure
© S'ot 13 100
© S0t 14 W00

Valid untik
2021-04-07

Digk11 {NAS Host)

) © Crucal
© Norma! o 0xa An Ll
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More detailed Access Control

14 Windows ACL Permission

Edit Shared Folder Permission

3 & B R AR PR

im NAS-221
* = Volume01
» [ Download
» [] Home
4 [~ Multimedia
» [0 Music
» [ Movie
* (3 Public
» [ Recordings
» [JUsb
» [ web

* = Volume02

HEMWE

\\NAS253pro\share folder\multimedia b

Basic Permission

Windows Permission

gl Adduser |y BERSIEZAERR

|

e | Local user/group

[ Pemssans e ullont. Moy | Resdt._Ustokdr Resd

Allow
Aaaaaaa
Deny

Allow

oo oo

Bbbbbbb
Deny

Allow
#% Ceccece
Deny

O

# Dddddd — =

4 4  Page 1/ »w | O

o0 oag

&

oo oagd

B

O a
O O
O O
O O

O

Display item: 1-2§

Edit Principal

[J Read attributes
[J Read extented attributes
[] Create files / write data

[] Create folders / append data

ﬂ

00000

L]

Write attrbutes

xtended attrbutes

Delete subfolders and files
Delete

Read permissions

Chang permissions

Take ownership

Apply Cance



AES-NI accelerated for SMB3 Signing and

Encryption

H/W
= acceleration




Convert your local storage to public cloud

with dlfferent protocols

File based CSP ~—

&3 () B
a) &)

Object based CSP
) b @ (6] D] &
9 « B T @

" Application Server

. (iSCsl Initiator)



Hyper Data Protector: All-in-one active

backup solution for virtual machines

Supports VMware, Microsoft Hyper-V
Unlimited VM backups and license-free
Active backup solution
Restore at any time point

A Hyper Data Protector

Microsoft Hyper-V




All-in-one server to host virtual machines

and containers

tation Contalner Station
4 Virtualization Statio R

® Supports to run the Virtual machine such as ® (QNAP’s Container Station exclusively integrates LXC
Windows, Linux®, UNIX® and Android. and Docker lightweight virtualization technologies,
allowing you to download apps from the built-in Docker

Hub Registry.

Container Container

Station .. . L
Application Application Application

% ‘C Filesystem Filesystem Filesystem

docker

® Supports VM Live Migration

Shutdown

Host OS

-
B NAS =770 14.5.2
e — Hardware 10

VM Service
keep running
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Recommended._ Models

: The most cost-effective The best AFA model for 10000
The best flagship of Desktop : ] ) ) : :
choice for large-capacity connections / Virtualized / Al
VL2 ey (it © i s 16 bay (16 x 3.5”) * 24 bay (24 x 2.5”)
) I3n;eé®HXeon® L2t Greale * Intel® Xeon® E-2236 6- « AMD EPYC 7302P 16-
' ‘ core 3.3 GHz core 3.3 GHz
> WD LABEE (Rl « Max 128GB RAM e« Max 4TB RAM
« Supports Thunderbolt EEEEEEEEEEE
Expansion card QSAL
[auTsEEM Pafaon i
QuTsfem TS-HTGEEXI-RP QuTSE dynamic

distribution




Comparison _between. QTS and QuTS hero

QuUTS hero

QTS

Filesystem
SSD Cache
Inline Compression
Inline Deduplication
Offline Deduplication (QuDedup)

Power Failure Protection (Hardware)

Power Failure Protection (Software)

Permission Management
Capacity Upgrade Method
Data Integrity (Safety)

Overall Performance

Pool Limitation

Recommendation SSD Configuration for

Video Editing Applications

ZFS
Read cache
Yes (LZ4 compression, ideal for RAW & documents)
Yes (At least 16 GB RAM or more)
Yes (HBS)
UPS
ZIL
Copy-on-Write
(Service continues after power recovery)
Rich ACL (14 types)
Add entire RAID / Replace Disks / JBOD Expansion
Better (Self-Healing & COW)

Requires higher-performance CPU and more memory

1PB (Need more memory to handle the metadata if big pool or multiple
pools)

Use SSD Pools

Note: Set the block size 128K when creating Folders/LUNs, and select
All /0O mode.

Ext4
R/W cache / Read cache / Write cache
N/A
N/A
Yes (HBS)
UPS
N/A
(Risk of file system-level corruption on power-loss and system downtime
required for “Check File System”)
POSIX ACLs (3 types) + certain special permissions
Add Single Disk / Add entire RAID / Replace Disks / JIBOD Expansion
Standard

Better

300TB

Editing (from original/RAW files): Use SSD Pools
Post Production: Enable Read/Write cache

Note: Set the block size to 32K or 64K when creating Volumes,

I and choose “All I/O” for cache mode. I
B T o &S P



Migrate data from QTS to QuTS hero

Use HBS to run sync task

Use [Import/Export Users] to
migrate the user settings from
QTS NAS to QuTS hero NAS.

Use HBS to sync data to
TS-004/TR-002 (external
mode) and then the copy
data to the QuTS hero NAS

Sync task

Backup task

After data migration, QTS
can be used as backup
storage.




h4.52 Quis™™

|s your best choice!'!




